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Watermarking Digital Assets
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Watermarking: (covertly) embedding an information into a digital content 

Prevents unauthorized use and distribution of copyrighted work

Digital media 
(image, video etc.)

ML models Databases

Machine learning icon is a derivate of an image in https://systemdump.io/ and  licensed under CC BY-SA

https://systemdump.io/
https://creativecommons.org/licenses/by-sa/3.0/
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Dataset Sharing Pipeline

Malicious parties might use the dataset without authorization monetizing ML models.

Dataset owner

Malicious clients

Unrestricted license

Benign clients

$$

Restricted license

Machine learning icon is a derivate of an image in https://systemdump.io/ and  licensed under CC BY-SA

https://systemdump.io/
https://creativecommons.org/licenses/by-sa/3.0/
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Dataset Sharing Pipeline

Dataset owners should have the ability to demonstrate that ML models were built from 
their dataset. à Dataset watermarking

Dataset owner

Malicious clients

Benign clients

$$
Verification of ownership

Machine learning icon is a derivate of an image in https://systemdump.io/ and  licensed under CC BY-SA

https://systemdump.io/
https://creativecommons.org/licenses/by-sa/3.0/
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Existing Work on Dataset Tracing Methods

• Radioactive data, image datasets[1] (white-box and black-box verification)
• Backdoor-based watermarking, image datasets[2] (black-box verification) 
• Audio-watermarking using frequency domain, audio datasets[3] (black-box verification)

Clean image Radioactive data
(noise in feature space)

Backdoor-based 
watermarking

(noise in pixel space)

[1] Sablayrolles, Alexandre, et al. "Radioactive data: tracing through training." ICML’20. https://arxiv.org/abs/2002.00937
[2] Li, Yiming, et al. "Open-sourced Dataset Protection via Backdoor Watermarking." https://arxiv.org/abs/2010.05821
[3] Kim, Wansoo, and Kyogu Lee. "Digital Watermarking For Protecting Audio Classification Datasets." ICASSP’20. https://ieeexplore.ieee.org/document/9053869
[4] Wang, Bolun et al. ”Neural Cleanse: Identifying and Mitigating Backdoor Attacks in Neural Networks” S&P’19 https://ieeexplore.ieee.org/document/8835365

Can be identified and 
mitigated by backdoor 

removal methods[4]

https://arxiv.org/abs/2002.00937
https://arxiv.org/abs/2010.05821
https://ieeexplore.ieee.org/document/9053869
https://ieeexplore.ieee.org/document/8835365
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Radioactive data

Intended for tracing provenance, not 
ownership verification
• Shifts samples belonging to a class in the 

direction 𝑢.
• Aligns classifier 𝑤 (e.g., last layer of DNN) 

with the direction 𝑢.

White-box verification
• Cosine similarity 𝑐(𝑢,𝑤)
• Hypothesis testing 

𝐻! = 𝑤 was trained using clean data
𝐻" = 𝑤 was trained using watermarked data

Black-box verification
• Loss difference between clean and 

watermarked samples

[1] Sablayrolles, Alexandre, et al. "Radioactive data: tracing through training." ICML’20. https://arxiv.org/abs/2002.00937
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Black-box verification

Black-box verification is effective in all settings.
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White-box verification

Effectiveness in white-box verification
• fails when # of classes ≤ 30 or # of samples per class ≤ 500
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Improving white-box verification

Effectiveness in white-box verification
• fails when # of classes ≤ 30 or # of samples per class ≤ 500
• can be restored by using watermarked samples for verification (p-value ≤ 0.001)
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Black-box verification in the presence of adversaries

Black-box verification is effective in all settings
But the algorithm inherently exposes watermarked and clean samples

• Adversary can detect watermarks at 10% of the inference time cost.
• Verifier can perturb (ϵ ≤ 0.40) watermark queries to for a successful verification 
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Radioactive Data vs. Model Extraction

Radioactive data watermarks persist through state-of-the-art model extraction 
attacks[1]. 

[1] Orekondy et al. “Knockoff Nets: Stealing Functionality of Black-Box Models”. CVPR ’19 (https://arxiv.org/abs/1812.02766) 

https://arxiv.org/abs/1812.02766
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Radioactive Data vs. Model Extraction

Radioactive data watermarks persist through state-of-the-art model extraction 
attacks[1]. 
• Requires revealing ≤ 50 watermarked samples in black-box verification

[1] Orekondy et al. “Knockoff Nets: Stealing Functionality of Black-Box Models”. CVPR ’19 (https://arxiv.org/abs/1812.02766) 
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Takeaways

Radioactive data
• Ownership demonstration method for datasets
• Can detect unauthorized monetization of ML models

Black-box verification algorithm is effective, but attacker can detect verifier queries.
• Verifier can perturb (ϵ ≤ 0.40) watermarked queries to for a successful verification 

White-box verification effectiveness is limited 

Radioactive data watermarks persist through model extraction attacks
An alternative ML ownership verification technique?

More on our security + ML research at https://ssg.aalto.fi/research/projects/mlsec/

https://ssg.aalto.fi/research/projects/mlsec/
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Radioactive Data vs. Model Extraction

Radioactive data watermarks persist even after fine-tuning extracted models with un-
related datasets.

15
Fine-tuned1: Prediction vector is obtained using the victim model
Fine-tuned2: Prediction vector is obtained using the surrogate model


